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We report measurements of the free decay of turbulence in a quasi-two-dimensional laboratory flow. We observe three clearly distinguished stages of decay, each characterized by an exponential decrease of the kinetic energy with time, but with different decay constants. Using filtering techniques, we identify the physics that controls each stage of decay. The first and most rapid stage is not due to the merger of like-sign vortices as has often been suggested but rather to the rapid relaxation of downscale spectral energy leakage. The second stage is a manifestation of dynamical inverse energy cascade processes and lasts until the separation of scales becomes small. The final stage of decay appears to be dominated by the vertical stratification in our experiment. Our results clarify the dynamical processes at work in decaying two-dimensional turbulence. Published by AIP Publishing.

I. INTRODUCTION

In many situations in nature, particularly on geophysical scales, flowing bodies of fluid have a very high aspect ratio. In such cases, the dynamics may potentially be considered to be nearly two-dimensional (2D).\(^1\),\(^2\) As it is by now well established, two-dimensional turbulence behaves very differently from its three-dimensional counterpart. In 3D, energy moves from the scale at which it is injected into the turbulence toward small scales via the traditional Richardson–Kolmogorov energy cascade.\(^3\) 2D turbulence supports instead the Kraichnan–Leith–Batchelor double cascade,\(^4\)–\(^6\) wherein energy flows to larger scales and it is enstrophy that cascades to smaller scales. In this scenario, energy is not removed from the turbulence by viscous effects, but rather only by some large-scale frictional mechanism; and if such a frictional term is not present or not very strong, energy is expected to condense in the largest scales allowed by the geometry.\(^2\)

Due to the dynamical transport of energy to large scales in 2D turbulence, there is an expectation that the structure of unforced (that is, freely decaying) turbulence in 2D will also be very different from the 3D case. In 3D decaying turbulence, the direct cascade drives the formation of small scale fluctuations that are damped by viscous action; but in 2D, the inverse cascade may potentially create large-scale, long-lived structures that, free of any forcing effects, may persist and interact for long times.\(^1\) Due to this expectation, theories of decaying 2D turbulence have focused on, for example, vortex merger and interaction as the dominant dynamical processes\(^5\)–\(^10\) or the coupling of large-scale vortex structures to boundaries.\(^11\),\(^12\) Much of the previous experimental work, however, was done with relatively coarse resolution by today’s standards, and the intervening years have also seen the introduction of new analysis techniques that can be applied to decaying 2D turbulence.

\(^{13\text{–}20}\) we investigate the physics behind these regimes in detail. We find strong evidence for a decay stage at intermediate times dominated by energy flux through the inverse cascade followed by a final spin-down stage that is dominated by viscous drag and inertia in the overlying fluid layer. The mechanism behind the first and most rapid stage of decay is somewhat less clear, but we argue that it is likely not due to vortex merger, boundary conditions, or cascade processes but instead appears to be related to the rapid decay of downscale energy leakage. Thus, our results shed new light on the problem of freely decaying 2D turbulence while also raising some novel, intriguing questions.

We begin in Sec. II by describing our experimental methods and analysis techniques. In Sec. III, we discuss the results of our work, using both traditional metrics, such as the decay of the kinetic energy and more recently developed tools such as spectral energy flux measurements. We also describe the physical mechanisms driving the three stages of decay we observe. Finally, in Sec. IV, we summarize our results.

II. METHODS

A. Experimental details

Our apparatus consists of an electromagnetically driven thin layer of electrolytic fluid with lateral dimensions of 86 × 86 cm². Experiments were performed with a 0.5 cm layer of a solution of 14% by mass NaCl in water, with density \(\rho = 1.101 \text{ g/cm}^3\) and kinematic viscosity \(\nu = 1.25 \times 10^{-2} \text{ cm}^2/\text{s}\). The electrolyte is supported by a smooth flat glass floor coated with a hydrophobic wax to reduce friction. We float an additional layer (about 8 mm deep in these experiments) of...
fresh water above the electrolyte to create a miscible density interface that sets the plane of the flow we observe.

A square array of $34 \times 34$ magnets lies beneath the glass floor. The magnets have diameters of 1.27 cm and thicknesses of 0.32 cm and are laterally spaced by $L_m = 2.54$ cm. The magnet strength is roughly 600 G. The magnets are arranged in stripes of alternating polarity. We pass a controlled DC electric current of 3.22 A laterally through the electrolyte with a pair of copper bar electrodes. The horizontal current and vertical magnetic field produce a Lorentz body force on the fluid, which drives the flow. The current is large enough to produce complex spatiotemporal dynamics and weak turbulence but not so large as to produce significant three-dimensional motion.

We define the bulk Reynolds number as $Re = u'L_m/\nu$, where $u'$ is the in-plane root-mean-square velocity (about 1 cm/s) and $L_m = 2.54$ cm is the magnet spacing. This Reynolds number is essentially a nondimensionalization of the driving electric current, and keeping it fixed keeps the statistical properties of the flow the same from experiment to experiment so that our observations are reproducible. To study decaying flows, we allow the flow to reach a steady state at $Re = 200$ and then simply turn off the electric current, thereby removing the forcing relatively instantaneously. One can also define an outer-scale Reynolds number $Re_\alpha = u'/L_\alpha\alpha$, where $\alpha$ (with units of inverse time) is a linear damping coefficient that is expected to capture the strength of the dissipation due to the frictional effects of the bottom surface of the apparatus. This Reynolds number should describe the separation of scales in the inverse energy cascade. For steady-state flows in our apparatus at $Re = 200$, $Re_\alpha = 8$ (though see Sec. III A for more discussion).

We measure the flow using particle-tracking velocimetry. We use 110 μm diameter fluorescent polystyrene tracer particles that are small enough (with a Stokes number of about $2 \times 10^{-4}$) to follow the flow accurately. The mass density of the tracer particles lies between those of the electrolyte and the fresh water, and so they remain at the interface. We illuminate the particles with LED lamps and image their motion with a PointGrey Flea3 digital camera operating at 60 frames/s. The camera sensor contains $1280 \times 1024$ pixels and is located 50 cm above the apparatus; the field of view is $24.5 \times 19.3$ cm$^2$ (about $9.5L_m \times 7.5L_m$). We process these images and reconstruct particle tracks using a multiframe predictive particle-tracking algorithm. We record roughly 22 000 particles per frame so that velocity fields (constructed by projecting the data onto a basis of streamfunction eigenmodes) are well resolved in space.

### B. Measurements of spectral energy fluxes

We construct spatial fields of the scale-to-scale energy flux from the raw velocity fields via a filter-space technique (FST). The key to this method is the application of a spectral low-pass filter to the measured fields. This can be done by convolving the measured fields with a kernel $G^{(r)}$ that acts as a low-pass filter in Fourier space with a cutoff length scale of $r$ in real space. The filtered velocity field is given by

$$u_i^{(r)}(x) = \int G^{(r)}(x - x')u_i(x')dx',$$  

where $u_i$ is the $i$th component of the velocity field and the superscript $(r)$ denotes a quantity with fluctuations at length scales smaller than $r$ suppressed. The equation of motion of the filtered kinetic energy $E^{(r)} = (1/2)\langle u_i^{(r)}u_i^{(r)} \rangle$ can be written as

$$\frac{\partial E^{(r)}}{\partial t} = -\frac{\partial J_i^{(r)}}{\partial x_i} - v\frac{\partial u_i^{(r)}}{\partial x_j}\frac{\partial u_i^{(r)}}{\partial x_j} - \Pi^{(r)}. \quad (2)$$

The first term on the right hand side of the equation describes the spatial transport of the filtered energy, and the current $J_i^{(r)}$ includes contributions from pressure, advection, and (viscous) diffusion. The second term denotes the direct viscous dissipation of energy at scales larger than $r$ and is non-positive. Both these terms are analogous to terms in the equation of motion for the unfiltered kinetic energy. The last term is new and is given by

$$\Pi^{(r)} = -\{\langle u_iu_j \rangle^{(r)} - \langle u_i^{(r)}u_j^{(r)} \rangle\} \frac{\partial u_i^{(r)}}{\partial x_j}. \quad (3)$$

This final term arises due to the filtering of the nonlinear term. It is a source or sink for the filtered energy and represents the net energy transfer between the resolved scales (that is, the scales larger than $r$) and the filtered scales (the scales smaller than $r$). Given our sign convention, positive values of $\Pi^{(r)}$ indicate energy transfer from larger scales to smaller scales (forward transfer), while negative values indicate transfer from smaller scales to larger scales (inverse transfer). The precise form of the filter kernel $G^{(r)}$ does not have much impact on the results of an FST; in our analysis, we take $G^{(r)}$ to be an isotropic finite impulse response filter constructed from a spectral filter with a cutoff wavenumber of $2\pi/r$ smoothed with a Gaussian window function to reduce ringing.

### III. RESULTS AND DISCUSSION

#### A. Decay of kinetic energy

The simplest way to characterize the decay of the flow is to measure the mean turbulent kinetic energy as a function of time. As the turbulence dies out once the forcing is removed, the kinetic energy must decay with time. In 2D turbulence, the primary energy dissipation mechanism (at least while the turbulence is still relatively well developed) ought to be the large-scale friction rather than the viscosity, as the dynamics preferentially transfer energy to larger scales. In a flow like ours, where this friction primarily arises from the no-slip bottom surface, this effect is usually modeled by the addition of a damping term to the Navier–Stokes equations that is linear in the velocity. This kind of Rayleigh friction would then predict an exponential decay of the velocity with time once the frictional damping is no longer globally balanced with an injection of energy; and indeed, in numerical simulations that include such a linear damping, this is precisely what is seen.

In Fig. 1, we plot the measured root-mean-square (r.m.s.) velocity as a function of time in our flow. We scale the r.m.s. velocity by its steady-state value while the flow was being driven. Shortly after $t = 0$ in Fig. 1, we turned off the electric current and so removed the forcing. Although we do see exponential decay of the r.m.s. velocity, our measurements
clearly indicate not one but three distinct regimes of exponential decay, with three different decay constants. To distinguish these regimes, we will call them stage I decay, stage II decay, and stage III decay. Fitting the data to curves of the form $\langle u(t)^2 \rangle^{1/2}/\langle u(0)^2 \rangle^{1/2} \sim \exp(-\alpha t)$, we measure the time constants to be $\alpha^I = (8T_L)^{-1}$ [where $T_L = L_m/(u(0)^2)^{1/2}$ is the initial eddy turnover time at the magnet scale] in stage I, $\alpha^{II} = (19T_L)^{-1}$ in stage II, and $\alpha^{III} = (34T_L)^{-1}$ in stage III. In determining the outer-scale Reynolds number $Re_m$ defined above, we have used $\alpha^I$ since it quantifies the initial rate of energy dissipation just when the forcing is turned off. Note, however, that we argue below that the decay in stage II is more appropriately associated with the inverse cascade, and so the interpretation of $Re_m$ based on $\alpha^I$ as describing the separation of scales in the inverse cascade may be somewhat imprecise. Some previous studies have estimated the bottom friction a priori by assuming a Poiseuille profile for the velocity in the vertical direction,\textsuperscript{10,25–27} that assumption, however, is inappropriate here since we have no fixed top plate on the apparatus but rather another fluid layer and because our initial flow is turbulent. Finally, we also note that the enstrophy (that is, the square of the vorticity) shows very similar behavior, with three distinct stages of exponential decay with different time constants that are similar, though not identical, to those for the kinetic energy—and note that we have three different decay constants, one for each stage of the decay. To try to gain more insight into the physics behind the decay stages we observe, we can compute and compare the viscous and frictional dissipation as a function of time, as shown in Fig. 2. We find that in stage I, the frictional damping dominates the viscous dissipation; in stage II, the two are roughly in balance; and in stage III, the viscous dissipation dominates the frictional damping.

In addition to considering only the decay of the kinetic energy and the dissipation, we can also look at how the full energy spectra change in time. We plot the spectra for a range of times in Fig. 3. Unsurprisingly, and as we have shown before in this system,\textsuperscript{20} we do not see a developed inertial range with a $k^{-5/3}$ scaling at any time, given that our Reynolds number is low. For our present purposes, what is relevant to note about the spectra is that the decay appears to affect all scales more or less equally, as has been seen in other experiments;\textsuperscript{26} although the overall kinetic energy decreases (since the integral of the spectrum shrinks), the proportional change in each scale is roughly equivalent with only a small amount of spectral steepening.

Some previous experiments have reported only a single exponential decay\textsuperscript{10,26,27} instead of the three we observe. They were then able to scale out this exponential decay to
look purely at how the residual behaved with time, which they then associated with lateral viscous effects. In each of these previous experiments, however, the observation time was significantly shorter than what we have presented; thus, it is possible that our later stages of decay would have been observable in those experiments as well, had they been run longer. In any case, since we do not observe only a single exponential decay law, there is no reasonable way to compensate our decay results by some assumed form. Thus, to understand in more detail how the decay process works, we require a different analysis tool.

B. Spectral energy fluxes

To gain more insight, we can use the filtering techniques described above to extract the spectral energy flux $\Pi$ between scales and see how it varies in time as the turbulence decays. We plot the spatial mean of these fluxes as a function of filter scale $r$ and for different times (separately plotting times in stages I and II) in Fig. 4. Just after the forcing is turned off, the spectral flux has the shape one would expect. Close to the magnet scale $L_m$, which characterizes up to an $O(1)$ constant the injection of energy into the flow, the spectral flux hits zero. At smaller scales, the mean flux is positive (signifying transfer to smaller scales) near the beginning of stage I, indicating some leakage of energy to small scales.\(^ {19,29}\) As we have shown previously, this leakage is primarily associated with wavevector triads that produce so-called cross stresses.\(^ {19,20}\) For larger scales, the spectral flux is negative (meaning energy transfer to larger scales), consistent with the inverse cascade. Compared to previous measurements we have reported,\(^ {18–20}\) here there is a larger range of scales with a nearly constant flux in this inverse cascade region. We attribute this difference to the removal of pinning effects arising from the spatial layout of the magnets when the forcing is turned off, allowing the flow to evolve more freely and dynamically; additionally, the magnets we used in this experiment were weaker than what we have used in the past,\(^ {18,21}\) further reducing their tendency to lock the dynamics of the flow to their pattern.\(^ {30}\)

As time progresses, the spectral energy flux decreases at all scales. For scales below the energy injection scale, where we would expect an enstrophy cascade, the positive (leakage) peak in $\Pi$ decreases noticeably and rapidly in stage I and is essentially gone by stage II. This rapid decay may be due to the fact that the enstrophy cascade in electromagnetically driven thin-layer flows like ours tends to be relatively weak and incoherent, as opposed to, for example, soap-film tunnels.\(^ {2}\) Additionally, some of the cross stresses that are responsible for downscale energy flux $\Pi$ may be driven by the forcing, and when the forcing is removed, these stresses may be able to relax. In the inverse-cascade range, however, the decrease of the energy flux with time is much more uniform; and, similar to what was suggested by the energy spectra (Fig. 3), it appears that the energy flux at each scale in the inverse-cascade range decays in roughly the same way.

To make this qualitative observation more concrete, we can choose a single length scale and study how the energy flux at that scale alone changes with time. In general, we find that in the inverse cascade range, the flux at a given length scale decays roughly exponentially in time, and that all the scales in the inverse cascade behave in roughly the same way. We can use these findings to try to scale out the changes in the flux as the flow decays, which should allow us to collapse the data. We test this hypothesis in Fig. 5. We chose a reference length scale at $4L_m$ and scaled each curve in Fig. 4 (all of which are measured at different times) by the instantaneous flux predicted by the exponential decay of the flux at $4L_m$. As one would expect, this rescaling is poor in the enstrophy range, where the dynamics are relatively incoherent, but works well in the inverse-cascade range.
C. Interpreting the stages of decay

1. Stage I decay

As soon as the forcing is turned off, the kinetic energy begins to decay rapidly over a period of about $8T_L$ (see Fig. 1) in what we term stage I decay, before switching over to slower decay. Initial transient decay modes have been observed in previous experiments and simulations, where they were attributed to the rapid merger of small like-sign vortices into larger vortices. This merger process would lead to the coarsening of the vorticity field and the generation of larger patches of like-sign vorticity at the expense of the small patches.

To check whether this mechanism is occurring in our flow, we considered the evolution of the zero-vorticity contours as a tool to estimate vortex size. If the vorticity pattern were indeed coarsening due to like-sign vortex merging, one would expect that the areas enclosed by these contours would tend to increase with time. We therefore computed the probability density functions (PDFs) of the area enclosed by the zero-vorticity contours at different times in stage I, as shown in Fig. 6. Although these PDFs are noisy (potentially in part because the vorticity contours in 2D turbulence may be highly complex), we observe no trend toward coarsening as the flow decays through stage I since the PDFs appear to be stationary. We found similar results when using the Okubo–Weiss parameter, which locally compares the magnitude of the vorticity and the strain rate, to estimate vortex-patch size. Thus, we conclude that stage I decay is not dominated by vortex merger.

In a somewhat different vein, it has also been suggested that the walls of the container can play a nontrivial role in the early stages of decay, potentially leading to a “spin-up” of the flow due to unbalanced torques at the walls that can inject vorticity into the bulk of the flow. This mechanism also does not appear to account for our observations, as we never see any increase in the angular momentum. Additionally, our side walls are very far from the measurement area so that the time it would take for vorticity to diffuse from them into the measurement region is much longer than the duration of stage I decay.

One might expect that stage I may be caused by expected turbulent cascade processes and that the decay constant $\alpha^I$ would simply be related to the frictional damping provided by the no-slip bottom surface. However, as we explain below, there is strong evidence that the inverse cascade is responsible for stage II instead and there is no reason to expect that the bottom friction should be characterized by two distinct decay constants.

The one process we can identify that appears to occur only in stage I is the leakage of energy from the injection scale to smaller length scales, as is evident from the positive peak in the spectral flux in Fig. 4(a) for scales smaller than $L_m$. This spectral leakage decays rapidly in time and is essentially gone by the end of stage I, even though the net inverse energy transfer at scales larger than $L_m$ remains. Thus, we conjecture that stage I decay is marked by the rapid relaxation of the downscale spectral leakage of energy (which in turn implies the relaxation of cross stresses driven by the forcing, which does indeed occur), leading to the establishment of a freely evolving 2D turbulent state.

2. Stage II decay

By the time the decay has reached stage II, after about $8T_L$ (see Fig. 1), the initial transient processes have all occurred, and the leakage of energy to scales smaller than the injection scale has significantly reduced (see Fig. 4). The flow still retains much of its kinetic energy, however, and the Reynolds number is still high enough that triad interactions are active and the turbulent dynamics can operate. Thus, we interpret stage II as a regime of pure 2D turbulence, with energy transported from small, energy-containing scales to larger scales via the inverse cascade, where it is eventually damped by frictional processes. The signature of the decay in this case is a gradual movement of the effective energy injection scale $L_{inj}$ (marking the “bottom” of the inverse cascade) to larger and larger scales as time goes forward since energy is transported by the dynamics to larger scales but is not replenished at small scales because there is no forcing. In contrast, the scale of energy dissipation $L_{diss}$ is fixed, as it is set by the apparatus itself and is not dynamical. Thus, as time progresses, the separation of scales between $L_{inj}$ and $L_{diss}$ shrinks until it becomes $O(1)$, at which point the flow transitions to stage III.

To provide support for this interpretation, we extracted $L_{inj}$ from our spectral flux measurements in Fig. 4, defining it as the length scale where $\Pi$ changes sign as one moves down-scale from the inverse cascade range. In Fig. 7(a), we plot $L_{inj}$ (normalized by the magnet scale $L_m$) as a function of time and see that it does indeed increase as time progresses. We then estimated the ratio of $L_{diss}$ to $L_{inj}$, where we defined $L_{diss}$ using the stage II decay constant $\alpha^II$ and assuming that the rate of energy injected into the inverse cascade was balanced by the rate of dissipation. As shown in Fig. 7(b), this ratio decreases with time until eventually falling below $O(1)$ near the transition to stage III decay, consistent with our expectations.
3. Stage III decay

In the final regime of the decay process, occurring for times longer than about $33T_L$ (see Fig. 1), there is almost no kinetic energy left in the flow and the bulk Reynolds number is small. At this point, all turbulent processes have essentially been finished, and one no longer expects significant coupling between scales, much as occurs in the final period of decay of wind-tunnel turbulence. In this regime, viscosity can act directly to damp all scales of the motion, and the large-scale friction plays less of a role (see Fig. 2). And it has been argued previously from numerical simulation that at very long times, when the flow is nearly a Stokes flow, one should expect an exponential viscous decay of the energy.

There is, however, a potential complication for this simple picture in our system: the top fresh water layer. The effects of a top layer have long been a source of debate in the literature. At minimum, its viscosity and density are different from the bottom electrolyte, and so the way in which its kinetic energy is dissipated may also be different; but since it is also not in contact with the bottom no-slip boundary, it may retain kinetic energy for a longer time than the electrolyte. Since we measure the flow at the interface between the two layers, it is possible that a more slowly decaying upper layer could potentially act as a source of kinetic energy at sufficiently long times.

To check whether the presence of the top layer impacted the late stage decay of the flow, we conducted additional experiments without the fresh water layer. In this case, we found evidence for the first two stages of decay, but not the final stage, suggesting that by the time the turbulent transfer processes had finished, the flow had essentially lost all of its energy. Thus, we conclude that at long times, the remaining inertia in the top layer can indeed feed some energy back into the electrolyte, and this process is the origin of the late stage decay we see. Thus, the final stage is in some sense an artifact of the particular experimental arrangement rather than a generic effect that will be present in all 2D flows.

IV. SUMMARY

We have here revisited the question of freely decaying two-dimensional turbulence in an experimental system. From measurements of the root-mean-square velocity, we observe three clearly distinguishable decay regimes as the flow spins down. Each of these stages of decay exhibits an exponential decrease of the velocity, but with different decay constants. The first and most rapid stage of decay appears to be associated not with vortex merger processes but rather with the relaxation of the downslope leakage of energy. Once this leakage has disappeared, the flow enters a second stage of decay that is dominated by the expected inverse energy cascade. And finally, once the flow is weak enough that cascade processes are no longer active, the flow enters a final stage of decay that in our flow appears to be heavily influenced by the presence of vertical stratification.
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